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L1CTK Trigger
Designed to reduce the L1 trigger rate for 
electrons and taus at high luminosity by 
exploiting the L1CAL and L1CTT Run IIb
trigger upgrades
L1CTK trigger algorithms match φ position of 
EM/jet objects from L1CAL with φ position of 
tracks from L1CTT

Matching in ET/PT is also used
Isolation and CPS/FPS information is also used

Based on the successful L1MU trigger 
architecture developed by Arizona for Run II
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L1CTK Trigger
Arizona holds sole responsibility for the L1CTK trigger 
hardware and software

Hardware
Day-to-day operations, monitoring, and maintenance
Trouble-shooting 
Documentation for shifters

Software
Online control and monitoring (“Examine” and REGMON GUI’s)
Offline “reconstruction” of L1CTK data
L1CTK trigger simulator and certification
Data analysis (e.g. efficiency, purity, optimization)

These tasks are fundamentally important ones for DØ and 
require a substantial time and intellectual commitment
Obviously we draw heavily on L1MU hardware and 
software accomplishments
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L1CTK Trigger
Hardware status

All trigger hardware installed and 
integrated by early 2006

16 trigger cards, 16 flavor boards, 6 crate 
managers, 12 splitter cards

Tested with upgraded L1CAL and L1CTT 
triggers during 2006 shutdown
*Still* waiting for latency shift to occur at 
DØ 

In the meantime we are focusing on software 
and offline analysis
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L1CTK Trigger

L1CTK trigger crate

L1CTK manager 
crate
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L1CTK Trigger
Software status

Previously
Developed suite of online GUI’s
Developed class structure for evaluating L1CTK 
trigger algorithms

More recently
Completed offline analysis package (unpacking, 
etc.)
Developed L1CTK trigger simulator (can be run 
inside or outside DØ framework)
Completed L1CTK monitoring in “Examine”
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L1CTK Trigger
φ matching algorithms
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L1CTK Trigger
Electron efficiency (10 GeV track and 13 GeV EM)

~100% matching efficiency
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L1CTK Trigger
Tau efficiency (5 GeV track and 12 GeV jet)

~100% matching efficiency
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L1CTK Trigger
L1CTK power supply control and monitoring
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L1CTK Trigger
L1CTK online control 
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L1CTK Trigger
REGMON monitoring

Error registers are also monitored by alarm system
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L1CTK Trigger
Online “Examine” plots
Φ distribution of electron triggers for different 
(PT,ET) thresholds
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L1CTK Trigger
Online “Examine” plots
Φ distribution of tau triggers for different (PT,ET) 
thresholds
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Software: Trigger Examine
Modified to

Get hardware 
counters from 
L1L2Chunk
Put information 
into TrigSimCert
root tree
Generate plots of 
diagnostic and 
physics trigger 
terms

Running on d0ol76
Stable for last 4 
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Software:  Rate Montoring
Scripts modified from 

l1muon job
Extracts And/Or 
rates from archiver
Plots term rates vs. 
luminosity

Without latency shift, 
rates not sensible

Ultimately, trends 
fitted

Function used to 
check rates online

TTK(1,10) - L1Caltrack Copy

Note:  these aren’t 
expected to be in exact
agreement
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L1CTK Trigger
Arizona (Anderson, Burke, Johns, 
Steinberg, and Temple) is solely 
responsible for all aspects of the L1CTK 
trigger
This (2006) is the last year Arizona will 
likely be able to provide substantial 
hardware and software support services 
to DØ 



11/6/2006 K. Johns 18

L1MU Trigger
Arizona continues to hold primary responsibility for 
the L1MU trigger hardware and software

Hardware
Day-to-day operations, monitoring, and maintenance
Trouble-shooting (sometimes the entire muon system)
Instructions for shifters
Support for L1CTT and FPD trigger managers

Software
Online control and monitoring (“Examine” and REGMON GUI’s)
Offline “reconstruction” of L1MU data
L1MU trigger simulator and certification
Data analysis (e.g. efficiency, purity, optimization)

These tasks are fundamentally important ones for DØ 
and require a substantial time and intellectual 
commitment
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L1MU Trigger
In the collision hall
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L1MU Trigger
We continue to enhance and enlarge the 
L1MU monitoring tools used by experts and 
shifters
Real-time monitoring

Power supplies, BOT and trigger rates, 
geographical distributions, status and error 
registers, “one button” startup

Long-term monitoring
Variety of cron jobs that record and update 
information (> 100 plots) hourly
Includes trigger rates, trigger hardware-trigger 
simulator comparisons, trigger efficiencies and 
purities
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L1MU Trigger
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L1MU Trigger
Tabs for individual crates

Expand to 
see 
individual 
errors
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L1MU Trigger
L1MU REGMON GUI
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L1MU Trigger
Trigger rate as a function of luminosity
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L1MU Trigger
Trigger efficiency as a function of time
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L1MU Trigger
Results when cursor placed over plot
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L1MU Trigger
Hardware trigger – simulator trigger 
comparison
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L1MU Trigger
Hardware trigger – simulator trigger 
comparison
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L1MU Trigger
The stellar performance of the L1MU 
trigger is due to the personal 
responsibility assumed by Anderson, 
Burke, Johns, Steinberg, and Temple

Aside, it was the only L1 trigger system 
that did not need to be upgraded for 
higher luminosity running

This (2006) is the last year Arizona will 
likely be able to provide critical 
operation services to DØ


