CSC (Cathode Strip Chamber) Data Quality Monitoring (DQM) and Calibration with Data
We continue to participate with the CSC detector group.  One of our main responsibilities in the CSC group is online and offline Data Quality Monitoring (DQM) software. Lei is responsible for the online monitoring, Kaushik for the offline monitoring, and Johns for general CSC DQ issues.  Histograms produced by the online CSC DQM software are used by control room shifters to quickly detect problem with the CSC detector or readout system.  Histograms produced by the offline CSC DQM software are used by the Muon DQ shifter in order to set a CSC DQ flag for each run.  The DQ flags can later be used to include or exclude runs for a given physics analysis.
The online CSC DQM software is based on GNAM, a low level monitoring framework adopted by all ATLAS muon detector groups.  For online DQM, we monitor the raw hit and cluster information coming directly from the ROD’s (Readout Drivers) as well as reconstructed strip, cluster and segment information from each CSC.  The online segment finding algorithm was written by E. Cheu.   We developed macros to display the histograms for shifters using OHP (Online Histogram Presenter) display software.
The offline CSC DQM software is Athena-based.  For offline DQM we monitor variables associated with raw hits, calibrated hits, clusters and segments.  We developed macros so that these histograms could be viewed with the DQMD and HAN display software.  We also apply algorithms to a subset of the monitored variables in order to determine an automatic offline CSC DQ flag (in addition to the shifter flag) for each run, though presently the automatic flags are not used in physics analysis. 
Currently we are adding additional monitoring histograms for both online and offline CSC DQM that uses only clusters that lie on quality segments.  With the increased luminosity of the LHC, an increased number of clusters are associated with photon or neutron backgrounds.  Using clusters on segments increases the probability that the clusters result from real muons from collisions.
This year we also added CSC DQM for the Calibration Stream.  The Calibration Stream is a dedicated data stream that collects events which pass the L2 muon trigger.  However only a subset of muon detector information is included in the data stream, resulting in a much smaller event size (by a factor of 1500) compared to events with all detector information in the normal ATLAS data stream.  Presently the CSC DQM is nearly identical for the Muon Calibration and ATLAS data streams, but the former has the advantage of containing much larger numbers of real muons.
New for this year is a project that aims to cross-check the electronic calibration constants for each channel with constants extracted using good muons from data.  We first re-started the inclusion of CSC data into the Muon Calibration stream (and concurrently wrote monitoring software for this stream described above).  Next we provided software to output CSC root-tuple variables into both the Calibration Center (CC) root-tuples as well as the Muon Combined Performance (MCP)  root-tuples.  The Calibration Center root-tuples are produced at ATLAS Calibration Centers and run on Muon Calibration stream data.  The MCP root-tuples are regularly produced using ATLAS data.  We are currently using the latter because of ease of use, however ultimately we will use the CC root-tuples because they contain a larger number of good muons.  Finally, we are developing software to determine the CSC calibration constants from CSC data contained in the MCP root-tuples.  Eventually we will cross-check these against those determined from electronic calibration and perhaps use these as the standard constants should enough statistics be accumulated.  In theory, use of the CSC calibration constants will provide the best position resolution for the CSC detector system.

